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Abstract

Position localization is essential for visually impaired individuals to live independently. 

Comparing with outdoor environment in which the global positioning system (GPS) can be 

utilized, indoor positioning is more difficult due to the absence of the GPS signal and complex or 

unfamiliar building structure. In this paper, a novel landmark-based assistive system is presented 

for indoor positioning. Our preliminary tests in several buildings indicate that this system can 

provide accurate indoor location information.

Keywords

Wearable computer; indoor positioning; blind and visually impairment; navigation

I. Introduction

According to the report of Center for Disease Control and Prevention published in 2008, 

there are about 39 million people suffering from blindness and 246 million with low vision 

worldwide [1]. These people often rely on a cane or a guide dog to find their ways [2]. 

Although these aids are helpful, they often face major challenges in localizing themselves, 

especially in an unfamiliar indoor environment.

In order to solve this problem, researchers have investigated various methods to assist the 

blind and visually impaired. Wireless networks such as the cellular network [2] and WiFi [3] 

have been used for indoor localization. However, the accuracy of these methods is relatively 

low due to complex reflections of electromagnetic waves within a building. Although active 

methods using Bluetooth [4] or radio frequency identification (RFID) [5] can improve 

accuracy, pre-installed infrastructures are required, which are expensive. Image-based 

positioning methods have also been studied without expensive infrastructure installation [6]. 

However, the user must hold a smartphone and point it to a set of specifically designed 

printed signs, such as wall mounted bar codes, for scanning location information, which is a 

difficult task for the individuals with visual impairments. In this paper, we present a 

wearable assistive device and a landmark-based image processing method for indoor 
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positioning. Experimental results indicate that our device and method are convenient and 

inexpensive, yet providing a high accuracy for indoor positioning and localization.

II. Methods

The function blocks of our landmark-based system for indoor positioning are highlighted in 

Fig. 1. A self-constructed wearable computer called eButton [7] is used to obtain a 

continuous sequence of images. The device can be conveniently worn on the chest (Fig. 2). 

A camera inside eButton can automatically capture images in front of the wearer at a pre-

defined speed (e.g, one picture in several seconds). Once a new image is captured, it is 

processed by our algorithm to find natural landmarks for the building from a pre-established 

database, which stores reference landmarks of the building along with the location 

information (e.g., floor level and nearest room numbers). The position information is 

obtained from this database and provided to the wearer in synthesized voice.

A. Database construction

A pre-constructed landmark database is required in our system. The construction procedure 

is illustrated in Fig. 3. First, an individual with a normal vision walks along the center of the 

hallway with an eButton attached on his/her chest. The image sequence of the hallway is 

automatically acquired by eButton as the person walks. A laser distance meter is utilized to 

measure the actual distance (D in Fig. 3) between the current location and one selected 

landmark. The location information, such as the floor level, distance to landmark, room 

number, and the scale ratio between the size of the landmark and the size of original image 

are stored in the database along with the image sequence.

Although it is possible to select landmarks automatically, our experience indicates that a 

manual selection is more reliable. Candidates for selection include certain corners, distinct 

decorative features, doors, elevators and stair wells. Examples of selected landmarks are 

shown in Fig. 4 marked with red frames.

B. Position localization based on landmark recognition and motion estimation

When the blind or visually impaired person walks along the same hallway which has an 

entry in the established database, our indoor positioning algorithm is implemented. Our 

algorithm is highlighted in Fig. 5. It contains two major components, feature extraction/

landmark matching and motion estimation for the final indoor positioning localization.

1) Landmark recognition—In real applications, images of the same location are different 

from time to time due to the walking activity. Therefore, the scale-invariant feature 

transform (SIFT) image feature descriptor [8] is utilized for extracting features from the 

input image and matching them with reference landmarks in the database. The extraction of 

SIFT features includes localizing key points in the input image, determining their 

orientation, and creating a descriptor for each key point.

Positions of key points are located by scale-space extrema in the difference-of-Gaussian 

(DOG) function. Local maxima and minima of DOG are selected as the candidates of key 
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points. A 128-dimensional vector containing orientation information is calculated as the 

descriptor within one 16 × 16 neighborhood of the key point [8].

Fig. 6 shows the detected SIFT features of the selected landmark in different scales in one 

section of hallway. Fig. 6 (a) shows the feature points of a selected landmark from (b) 

captured six meters away from the landmark. Panels (b)–(f) show the feature points of the 

landmark within images captured from different distances.

For each new image captured by the eButton, SIFT features are extracted and used to match 

the reference landmark images. Fig. 7 (a–e) show the SIFT feature based matching results of 

Fig. 6(a) and Fig. 6(b–f). Since the selected landmark is linked with its location information 

in the database, the matching result with same scale of the captured image is used to indicate 

the blind person’s location.

2) Motion estimation and position localization—In order to save computation, 

landmark matching is performed only sparsely. There is a need to smooth the localization 

results in time and space. We thus calculate motion information based on the pinhole camera 

model to implement this smoothing process. Fig. 8 shows the relationships among a group 

of related variables. From the homologous triangles (ΔABC and ΔCDE), we have

(1)

where L and f are the heights of triangles ΔABC and ΔCDE,  is the height of the target in 

the real world coordinate system, H is pre-measured and stored in the database,  is the 

size of the target (h) in the image, C is one of the reference positions stored in the database, 

C̄ is the location between the two reference locations, L is the distance from the camera to 

the target, and f is the focal length of the digital camera in the eButtton.

According the homologous triangles ΔABC ̄ and Δ C̄D̄Ē, the distance from C̄ to the landmark 

(L − ΔL) can be calculated by

(2)

where h̄ is the size of the target in the new image from C̄ and ΔL is the traveled distance 

which can be calculated from Eq. (1) and Eq. (2).

(3)

The estimation of the moving speed νest can be obtained based on the time interval Δt

(4)

Bai et al. Page 3

Int Conf Signal Process Proc. Author manuscript; available in PMC 2015 July 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The moving distance ΔLfuture in the next time interval Δtfuture which is the distance from C̄ 

to C̿ is given by

(5)

Once the new traveling distance is calculated by Eq. (5), the relative distance Dcurrent is 

obtained from the current location C̿ to the landmark:

(6)

The calculated relative distance Dcurrent by Eq. (6) is the distance from location C̿ to the 

selected reference landmark as shown in Fig. 8. As the reference landmark has been 

registered in the database with location information, Dcurrent can be used to determine the 

blind person’s location in reference to the registered landmark.

III. Experiment & results

To evaluate our algorithm, two experiments were conducted for both motion estimation and 

position localization. Three subjects were asked to take tests in three selected hallways, 

which all have the same length (15 meters). The databases of the three hallways have been 

established before the tests by asking another person to walk through the hallways while 

wearing the eButton. Images of landmarks captured at positions 6, 8 and 10 meters are 

stored in the database as reference images. One landmark was selected for each hallway and 

SIFT features of each landmark were extracted and saved in the database. A measurement 

platform was designed to obtain the ground truth values of the distances. Results from our 

algorithm are compared to the ground truth for algorithm evaluation.

A. Ground Truth Value Acquisition

A laser distance meter and a stop watch based platform, which is shown in Fig. 9, was used 

to obtain the ground truth data. During each experiment, the subject stands in front of the 

laser distance meter with laser pointing at him/her clothing to measure the distance between 

subject and measurement platform during walking. The stop watch was used to measure the 

travel time. The average walking speed 03BDground truth is calculated by

(7)

where ΔLground truth is the traveled distance from the distance meter, and Δt is the traveling 

time.

The ground truth value for the distance between the reference point and walker’s location 

was also provided by the distance meter.

B. Experiment to validate moving speed

In this experiment, each subject was asked to walk at their own pace twenty times in each of 

the three hallways. The average speed between the 6-meter position and the 10-meter 
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position was computed to be the ground truth using Eq. (7). The estimated moving speed 

was calculated using Eq. (4) after finding the matched landmark of these two positions in the 

acquired images and calculating the scales. Fig. 10 shows the comparison between the 

estimated moving speed and the ground truth for one subject in the 20 walking trials. 

According to the results, the maximum absolute error is only 0.0643 m/s. The root-mean-

square (RMS) errors of the estimation are listed in Table 1. A paired t-test for each subject’s 

data was conducted. In all three cases, the results show that there is no significant difference 

between the estimated values and the ground truth (p> 0.05).

C. Experiment to validate position location

Five points of each hallway were selected as testing locations, which were 10 meters to 6 

meters with 1 meter interval from the reference landmark to the subject. Each subject 

walked in the three hallways twenty times while the images and ground truth were acquired. 

Results of 6 meters, 8 meters and 10 meters were calculated only from the change of the 

scales in the matched images according to Eq.(3). Calculation results for positions of 7 

meters and 9 meters were obtained based on the moving speed calculation results, as shown 

in Eq. (6).

Fig. 11 and Table 1 show the comparisons between the position/relative distance estimates 

by our system and the ground truth values by the measurement platform. It can be seen that 

our system can precisely localize subjects with the help of pre-established database.

IV. Conclusion

We have presented a landmark-based indoor positioning system for blind and visually 

impaired individuals. A digital camera enabled wearable computer has been designed that 

unobtrusively acquires both pictorial and motion data as the individual walks. Indoor 

positioning and localization information is provided to the individual based on matching of 

the acquired images to those in a pre-established database. Scale changes in images are used 

to improve estimation accuracy based on a pinhole camera model. Experimental results have 

shown that this system provides localization information in high accuracy without the need 

of installing expensive infrastructures. V.
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Fig. 1. 
Function blocks of the indoor positioning system
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Fig. 2. 
Wearable computer (eButton) used for indoor positioning
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Fig. 3. 
(a) Procedure to Diagram of database establish database procedure; (b) main components in 

in the landmark database
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Fig. 4. 
Manual landmark selection examples. This landmark is included in these reference images 

captured from different distances, as shown in the label under each picture. The calculated 

scale of each image is listed in the parentheses.
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Fig. 5. 
landmark matching algorithm position localization

Bai et al. Page 11

Int Conf Signal Process Proc. Author manuscript; available in PMC 2015 July 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 6. 
SIFT feature of a selected landmark with different scales in one image sequence. (a) 

Selected landmark with SIFT feature points labeled as green spots. (b–f) Images that contain 

the selected landmark captured between 6 and 10 meters with one-meter interval.
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Fig. 7. 
SIFT matching results from Fig. 6 (a) and Fig.6 (b–f) respectively
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Fig. 8. 
Position localization based on the pinhole model of the camera and landmark matching
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Fig. 9. 
Algorithm evaluation platform
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Fig. 10. 
Comparison results of moving speed between proposed algorithm and ground truth
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Fig. 11. 
Comparison results of location estimation between proposed algorithm and ground truth
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